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Therefore the following boundary conditions are imposed for each physical quantity,
$=(p,v,p.B):
(1) fixed boundary ¢ = const at X = X,;
(2) free boundary 0¢/0x=0 at X=X
(3) free boundary at an angle of 45° tothe X axis, 0¢/0y=0 at y=Y,, 0¢4/0z=0 at z=z;
(4) mirror boundary at z=0,

dp o v, v, 0B

=—= =—2=0 (6a)
0z 0z 0z 0z 02
v,=B,=B,=0 (6b)
(5) mirror boundary at y=_0.
op _op _ ov, ov, 0B, 0B, 0 (78)

oy oy oy oy oy oy
v,=B,=0 (7h)

(6) all physical quantities are fixed for
£=(+y?+22)* <& (=35)

The internal quantity ¢,, at the initial state and the external quantity ¢ , are at each time

step connected by the introduction of a smooth function f = aohz(aoh2 +1) as
b=Tp.+(1-1)g, )

where a, =100, h=(&/&,)* =1 for £>&, and h=0 for £<&,



Density

po=¢ 7 po202p,, (92)

pPo=02p, po<02p,, (9b)
Plasma pressure

Po = Pooé - Po = Py (103)

pO = psw pO < psw (lob)
Gravity force

g=—25(xv.2) (1)

S

Dipole magnetic field

B, =§—15(—3xz, - 3yz, x2+y2—222) (12)

where g,=1.35x10"° and p,, = (7 —1) do/y =54x107".
The solar wind parameters used are p, =5x10™" (corresponding to 5/Cm3 ) Vg, = (VSW,O,O)

at X=X, V,, = 0.0441-0.118(300-800km/s), p, = 3.56x10°%(T,, =2x10°K). and B, =0

or i1.5><10‘4(15nT), where B, stands for the z component of the uniform IMF traveling

with the solar wind.
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Modified leap-frog
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The concrete procedure of two-step Lax-Wendroff method in the 3-dimensional MHD code is as

follows;

1. f(i, j,k) isgivenfor 2<i<nxl, 2<j<nyl and 2<k<nzl
2. f(i, j,k)fori =1,nx2, j=1Lny2 andk =1, nz2 is determined from boundary condition

3. 1st interpolation
p(i,j,k):%(f(i,j,k)-i- fli+1j,k)+f(,j+Lk)+ f(i+1j+Lk)
+ f(0, jk+ D)+ fi+L j,k+D)+ f(i, j+Lk+D)+ f(i+1j+1k+1) (18)
u(i, k)= pli, j.k) (19)
4. Calculation of 1st step
mLuQ=mLLM—%Mp@Lk)
—%(f(iﬂ,j,kﬂ fi+Lj+Lk)+f(i+Lj,k+D)+f(i+1j+Lk+D
- f@,),K-f0,J+Lk) - @, ], k+D-f(,]+Lk+1))
—%ty(f(i,j+1k)+ fA+Lj+Lk)+ (0, j+Lk+D+ f(i+1j+1Lk+1)
—f@, K- f@+Lj,k)-f(@,j,k+D-f@i+1j,k+D)
—é%(HLLk+D+fG+LLk+D+f0J+lk+D+f0+Lj+Lk+D
—f@, ),k -f@+Lj,k)-f@i,j+Lk)- f@i+1j+1Kk)) (20)

5. 2nd interpolation
Pl j.K) = (UG -1~1K-D+uG,j ~Lk-D+ UG -1 j k-1 +ui,j k-2

+u(i -1 j-1k)+u(i, j-Lk)+u(i -1 j,k)+u(, j,k)) (21)
6. Calculation of 2nd step

f(i,j,k)=f(i,j,k)-Atp(i, j,k)
—uéLQM,Lb+umj—LM+u&jk—D+u0J—Lk—D
4AX
—u(i-1 j,k)-u(i-1 j-LK)-u(i-1 j,k-1)-u(i-1 j-1k-1))
-Jgiwaj,m+ua-ijy+mnLk—n+ua—LLk-n
4Ay
—u(i, j-Lk)-u(i-1 j-Lk)-u(i, j-Lk-D-u(i-1 j-1k-1)
~ (i R+ UG -1 K+ UG - K)+ G- -1
—u(i, j,k-D-u(i-Lj,k-D-u@i, j-Lk-D-u(i-1j-1k-1)



u(i, j. k)= pli, j,k)
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do roop



do roop 100

PE

MHD VPP Fortran pearthb HPF/JA hearthb
MPI meartb Fortran
VPP Fortran HPF/JA MPI

MPI
MPI

MPI MHD

MPI Message Passing Interface

MPI
PE Processing
Element
MPI MHD MPI
mearthb Fortran
mearthb_send.f mpi_send mpi_recv
mearthb.isend.f mpi_isend mpi_irecv
MHD HPF/JA MPI Ihpf$ HPF/JA
MPI MPI

CC MPI START CC MPI END

mearthb_send.f



Modified leap-frog k (2)
PE Processing Element npe=2 isize PE irank
isize=npe=2 irank=0,1 ks ke irank k
irank k=k_local k=k_global
k (2)
k=1,nz2 ->  k=ks,ke
k=1,nz2-1 -> k=ks,kel
k=2,nz2-1 -> k=ks1,kel
recvcount  displs  gather

CC MPI START
include 'mpif.h’

integer istatus(mpi_status_size)

common /para_info/ks,ks1, ke, kel kss,irank,isize

c for mpi_gatherv

parameter (npe=2)

integer recvcount(npe),displs(npe)
CC MPI END

ko-1

ko=nzz=(nz2-1)/npe+1

k (2)
k=(0:nzz+1)
read

nzz+2

write

CC MPI START

parameter(nzz=(nz2-1)/npe+1)

ko

PE

dimension f(nx2,ny2,0:nzz+1,nb),u(nx2,ny2,0:nzz+1,nb),
1 ff(nx2,ny2,0:nzz+1,nb),p(nx2,ny2,0:nzz+1,nbb),

2 pp(nx2,ny2,0:nzz+1,3)
c for all_gather
dimension fg(nx2,ny2,nz2)
CC MPI END

PE

k_global=k_local+kss

ko

nz2=nz+2
k (2)
fg(nx2,ny2,nz2)



ks,ke,kss,recvcount(npe),displs(npe)

mpi_gather

MPI

CC MPI START

c

call mpi_init(ier)
call mpi_comm_rank(mpi_comm_world,irank,ier)

call mpi_comm_size(mpi_comm_world,isize,ier)

kk=nz2/isize

kmod=mod(nz2,isize)

ks=1

kss=irank*kk+min(kmod,irank)

if (irank.It.kmod) kk=kk+1
ke=ks+kk-1

ksl=ks

kel=ke

if (irank.eq.0) ks1=2

if (irank.eq.isize-1) kel=ke-1

nword=(ke-ks+1)*nx2*ny2
call mpi_gather(nword,1,mpi_integer,recvcount,
1,mpi_integer,0,mpi_comm_world,ier)
displs(1)=0
do i=2,isize
displs(i)=displs(i-1)+recvcount(i-1)
end do

CC MPI END

read write

CC MPI START

if (irank.eq.0) then

recvcount(npe)

irank=0

isize

irank



open(11,file="./school/mearthb/meartOl.data’,
1 access='sequential’',form="unformatted")
end if
CC MPI END

CC MPI START
if (irank.eq.0)
*write (6,12) iii,last,nx,ny,nz,n1,n2,n3,n4,n5,n6,eat0,rmu0,aru,
1 eud,rrat,hx,hy,hz,t,t1,ro01,pr01,gra,dx2,dy2,dz2,dx4,dy4,dz4,
2 bis,(cp(i),i=1,11),(cj(j),j=1,10)
CC MPI END

k(2) k (2) k=1,nz2
k=ks,ke

CC MPI START
do 22 k=ks,ke
CC MPI END

irank ks irank-1  mpi_send
irank+1 irank  ke+l

mpi_barrier

CC MPI START
do m=1,nb
len=nx2*ny2
if (irank.gt.0) then
call mpi_send(f(1,1,ks,m),n2,mpi_real,irank-1,
& 100,mpi_comm_world,ier)
end if
if (irank.lt.isize-1) then
call mpi_recv(f(1,1,ke+1,m),n2,mpi_real,irank+1,
& 100,mpi_comm_world,istatus,ier)
end if
end do
call mpi_barrier(mpi_comm_world,ier)
CC MPI END



mpi_gatherv irank=0 irank=0

mpi_barrier
do 173 m=1,nb
CC MPI START
c do m=1,nb

call mpi_barrier(mpi_comm_world,ier)
call mpi_gatherv(f(1,1,1,m),nword,mpi_real,fg(1,1,1),
* recvcount,displs,mpi_real,0,
* mpi_comm_world,ier)
c end do
call mpi_barrier(mpi_comm_world,ier)
CC MPI END
CC MPI START
if(irank.eq.0) then
CC MPI END
do 1732 k=1,nz2
write(ntap) fg(1:nx2,1:ny2,k)
1732 continue
CC MPI START
end if
CC MPI END

173 continue

MHD
vmax

vmax mpi_allreduce

CC MPI START
call mpi_allreduce(vmax,vmax1,1,mpi_real,mpi_max,
* mpi_comm_world,ier)
vmax=vmax1
CC MPI END

HPF/JA MPI CC MPI START CC MPI
END
VPP Fortran MPI MPI
MHD



MHD

MPI

MPI

1)
mpi_send mpi_recv
mpi_isend mpi_irecv
mearthb.isend.f

mpi_isend mpi_irecv

)

PE irank=isize-1
irank=0  k=ks PE irank=0
irank=isize-1 k=ke

mwave

CC MPI START
if (irank.eq.isize-1) then
call mpi_send(f(1,1,ke-1,m),n2,mpi_real,0,
& 110,mpi_comm_world,ier)
elseif (irank.eq.0) then
call mpi_recv(f(1,1,ks,m),n2,mpi_real,isize-1,
& 110,mpi_comm_world,istatus,ier)
end if

if (irank.eq.0) then
call mpi_send(f(1,1,ks+1,m),n2,mpi_real,isize-1,
& 115,mpi_comm_world,ier)
elseif (irank.eq.isize-1) then
call mpi_recv(f(1,1,ke,m),n2,mpi_real,0,

& 115,mpi_comm_world,istatus,ier)

read write

mpi_wait
k=ke-1 PE
k=ks+1 PE

Modified leap-frog

mwave3.f.send mwave3.f.isend



end if

call mpi_barrier(mpi_comm_world,ier)
CC MPI END

3) MPI
k(2)
nz2=nz+2 nz3=nz+3

mpi_gatherv  irank=0 mpi_scatterv

do k=1,nz2
f(2:nx1,1,k,1:nb) = f(2:nx1,2,-k+nz3,1:nb)

end do

(4) read  write

MHD mearthb_send.f
mpi_gatherv irank=0 irank=0

irank=0 fg(nx2,ny2,nz2)

MHD
irank=0
PE
(5) MPI
MPI
VPP Fortran HPF/JA
MPI

MPI

Homepage http://center.stelab.nagoya-u.ac.jp/kaken/kakenhi.html

MPI

PE

fg(nx2,ny2,nz2)

irank=0

fg

MPI



MHD

MHD SUN  VPP-5000 VP Fortran, VPP Fortran, HPF/JA, MPI
sec Modified leap-frog
SUN GR720 VPP5000(2PE)
MHD
SUN GR720 20 VPP5000(2PE,MPI)
PE

1/4
earthb (nx,ny,nz)=(180,60,60)

Table 1. Comparison of computer processing capability of 3-dimensional global
MHD code with a quarter volume: earthb with (nx,ny,nz)=(180,60,60).

Computer Processing Capability
A Quarter Model of the Earth's Magnetosphere (nx,ny,nz)=(180,60,60); earthb

computer number of PEs compiler sec (MFLOPS) GF/PE (date)

Fujitsu GR720 (1PE) Fortran 90 (frt) 7.72998 ( 136) 0.14 (2002.08.01)
Fujitsu VPP-5000 (1PE) VP Fortran 0.19342 ( 5,428) 5.43 (2002.08.01)
Fujitsu VPP-5000 (2PE) VPP Fortran 0.10509 ( 9,990) 5.00 (2002.08.01)
Fujitsu VPP-5000 (2PE) HPF/JA 0.11064 ( 9,489) 4.74 (2002.08.01)
Fujitsu VPP-5000 (2PE) MPI 0.09899 ( 10,606) 5.30 (2002.08.01)
Fujitsu VPP-5000 (2PE) MPI (isend) 0.09774 ( 10,797) 5.40 (2002.08.08)

frt: Fujitsu VPP Fortran 90 HPF: High Performance Fortran
MPI; Massage Passing Interface
: MFLOPS is an estimated value in comparison with the computation by
1 processor of CRAY Y-MP C90.

VPP Fortran HPF/JA MPI
MHD Fujitsu VPP5000/64
Fortran, HPF/JA MPI

MHD VPP Fortran

20

VPP

HPF/JA



400 Gflops

800x200x478, 800x200x670

MPI Fortran

VPP Fortran

Homepage

VPP5000

VPP Fortran

MPI cpu

MPI

MPI

Fujitsu VPP5000/64

HPF/JA  MPI

MPI

HPF/JA

PC

MPI

MPI1 Fortran
MPI

cpu

MPI

MHD

Table 2. Comparison of computer processing capability between VPP Fortran and HPF/JA and MPI

in a 3-dimensional global MHD code of the solar wind-magnetosphere interaction by using Fujitsu

VPP Fortran

cpu time Gflops Gf/PE

HPF/JA

cpu time Gflops Gf/PE

MPI

VPP5000/64.
Number Number of
of PE grids
1PE 200x100x478
1PE 200x100x478
2PE 200x100x478
4PE 200x100x478
8PE 200x100x478
16PE 200x100x478
24PE 200x100x478
32PE 200x100x478
48PE 200x100x478
56PE 200x100x478
64PE 200x100x478

119.607 ( 0.17) 0.17 (scalar)

2.967 ( 6.88) 6.88
1.458 (14.01) 7.00
0.721 ( 28.32) 7.08
0.365 ( 55.89) 6.99
0.205 ( 99.38) 6.21
0.141 (144.49) 6.02
0.107 (191.23) 5.98
0.069 (297.96) 6.21
0.064 (319.53) 5.71
0.0662(308.91) 4.83

3.002 ( 6.80) 6.80
1.535 ( 13.30) 6.65
0.761 ( 26.85) 6.71
0.386 (52.92) 6.62
0.219 (93.39) 5.84
0.143 (143.02) 5.96
0.110 (186.13) 5.82
0.074 (276.96) 5.77
0.068 (299.27) 5.34

0.0627(324.57) 5.07

1.444 ( 14.14) 7.07
0.714 ( 28.60) 7.15
0.361 ( 56.55) 7.07
0.191 (107.19) 6.70
0.1302(157.24) 6.55
0.1011(202.50) 6.33
0.0679(301.51) 6.28
0.0639(320.39) 5.72
0.0569(359.80) 5.62

cpu time Gflops Gf/PE



1PE
2PE
4PE
8PE
16PE
24PE
32PE
48PE
56PE
64PE

2PE

4PE

8PE
12PE
16PE
24PE
32PE
48PE
56PE
64PE

4PE

8PE
12PE
16PE
24PE
32PE
48PE
56PE

16PE
32PE
48PE
56PE

500x100x200
500x100x200
500x100x200
500x100x200
500x100x200
500x100x200
500x100x200
500x100x200
500x100x200
500x100x200

800x200x478
800x200x478
800x200x478
800x200x478
800x200x478
800x200x478
800x200x478
800x200x478
800x200x478
800x200x478

800x200x670
800x200x670
800x200x670
800x200x670
800x200x670
800x200x670
800x200x670
800x200x670

1000x500x1118
1000x500x1118
1000x500x1118
1000x500x1118

32PE 1000x1000x1118
48PE 1000x1000x1118

2.691 ( 7.94)7.94
1.381 (15.47) 7.73

0.715 ( 29.97) 7.47

0.398 ( 53.65) 6.71

0.210 (101.87) 6.37
0.160 (133.70) 5.57
0.131 (163.55) 5.11
0.100 (214.48) 4.46
0.089 (239.48) 4.28
0.0956(222.95) 3.48

10.659 ( 15.33) 7.66
5.351 ( 30.53) 7.63
2.738 (59.67) 7.46
1.865 ( 87.58) 7.30
1.419 (115.12) 7.19
0.975 (167.54) 6.98
0.722 (226.33) 7.07
0.534 (305.70) 6.36
0.494 (330.95) 5.91
0.465 (351.59) 5.49

7.618 (30.06) 7.52
3.794 (60.36) 7.54
2.806 (81.61) 6.80
1.924 (119.00) 7.44
1.308 (175.10) 7.30
0.979 (233.85) 7.31
0.682 (335.62) 6.99
0.595 (384.61) 6.87

9.668 (123.52) 7.72
5.044 (236.73) 7.40
3.550 (336.40) 7.01
2.985 (400.04) 7.14
9.979 (239.33) 7.48
7.177 (332.79) 6.93

2.691 ( 7.94) 7.94
1.390 ( 15.37) 7.68
0.712 (29.99) 7.50
0.393 (54.38) 6.80
0.202 (105.74) 6.61
0.150 (142.40) 5.93
0.120 (175.50) 5.48
0.091 (231.69) 4.82
0.086 (244.85) 4.37

0.0844(249.49) 3.90

10.742 ( 15.21) 7.60
5.354 ( 30.52) 7.63
2.730 (59.85) 7.48
1.911 ( 85.49) 7.12
1.389 (117.66) 7.35
0.976 (167.45) 6.98
0.717 (227.72) 7.12
0.515 (317.26) 6.61
0.464 (352.49) 6.29
0.438 (373.41) 5.83

8.001 (28.62) 7.16
3.962 (57.81) 7.23
3.005 ( 76.21) 6.35
2.012 (113.85) 7.12
1.360 (168.44) 7.02
1.032 (221.88) 6.93
0.721 (317.80) 6.62
0.628 (364.87) 6.52

9.619 (125.50) 7.84
4.992 (241.83) 7.56
3.479 (346.97) 7.23
2.935 (411.36) 7.35
9.813 (243.37) 7.61
7.028 (339.85) 7.08

1.355 ( 15.77) 7.89
0.688 ( 31.03) 7.76
0.372 (57.50) 7.19
0.193 (110.70) 6.92
0.135 (158.26) 6.59
0.1084(197.10) 6.15
0.0811(263.44) 5.49
0.0688(310.54) 5.55
0.0687(310.99) 4.86

10.428 ( 15.67) 7.83
5.223 (31.28) 7.82
2.696 ( 60.61) 7.58
1.771 ( 92.25) 7.68
1.342 (121.81) 7.61
0.905 (180.59) 7.52
0.690 (236.63) 7.39
0.469 (348.38) 7.25
0.433 (377.73) 7.74
0.389 (420.45) 6.57

7.433 (30.81) 7.70
3.683 (62.17) 7.77
2.696 ( 84.95) 7.08
1.854 (123.53) 7.72
1.254 (182.61) 7.60
0.955 (239.77) 7.49
0.662 (346.21) 7.21
0.572 (400.59) 7.15



56PE  1000x1000x1118 5.817 (410.55) 7.33 5.794 (412.23) 7.36

: Mflops is an estimated value in comparison with the computation by
1 processor of CRAY Y-MP C90.

MHD

1/4 MHD

earthb10.f VPP Fortran, HPF/JA MPI
MHD

3-Dimensional MHD Simulation of Earth's Magnetosphere

<Example to execute the MHD Code and Graphic programs>

We will demonstrate how to execute the 3-Dimensional magnetohydrodynamic (MHD) Simulation
of Earth's Magnetosphere in 1/4 volume and how to use the graphics programs to make PostScript
files and VRML files in this section. In the MHD model, MHD and Maxwell's equations are solved
in the solar-magnetospheric coordinate system by using modified leap-frog method when the
upstream solar wind and interplanetary magnetic field (IMF) boundary conditions are given.
Moreover, north-south symmetry and dawn-dusk symmetry are assumed, therefore it is enough to
solve 1/4 volume as the simulation box. The main simulation Fortran program, earthb10.f is fully
vectorized and can be executed on many kinds of computers. By executing the main MHD
simulation code, a simulated binary file is produced as output. When the output binary file is used
as input, graphics programs can be executed to make PostScript files and VRML files for three

dimensional visualization.

MHD earthb(earthb10.f)
MHD
main program : earthb10.f
earthb10.f using modified leap-frog scheme
3D MHD simulation of 1/4 earth's magnetosphere

Cartesian coordinate finite resistivity 45 degree boundary

(nx,ny,nz)=(180,60,60) : grid number without boundary

nxp=30 . parameter to determine earth position



last=1024 : number of time steps

iiq0=8 : a unit of modified leap-frog scheme
iip0= 32 : adjust upstream boundary condition
iis0= 1024 : sampling step of data

thx=4.00 . parameter to adjust time step

(x1,yl1,z1)=(90.5,30.5,30.5)Re: length in each direction

hx=xl/float(nx+1)=0.5Re : grid interval in x direction

hy=yl/float(ny+1)=0.5Re : grid interval in y direction

hz=zl/float(nz+1)=0.5Re . grid interval in z direction

t=0.5*hx*thx : time interval

t(real)=t*ts : real time to one time step advance
=0.5*0.5*4.00*%0.937 :tsis normalization value in time
=0.937 sec

x=0.5*hx*float(2*i-nx2-1+2*nxp) : x position versus grid number
y=0.5*hy*float(2*j-3) . y position versus grid number

z=0.5*hz*float(2*k-3) : Z position versus grid number

where nx2=nx+2, ny2=ny+2 and nz2=nz+2

ro01=5.0E-4 (5/cc) : mass density of solar wind
pr01=3.56E-8 . pressure of solar wind
vsw=0.044  (300km/s) : speed of solar wind
bis=CP(11)=1.5E-4 (5nT) : amplitude of IMF

eatt : resistivity

rmuu : viscosity

eudoO : friction or collision term

1-dimensional array variable f(i1)=f(i,j,k,m)

nl=nx+2,n2=n1*(ny+2),n3=n2*(nz+2)
nb=8,nbb=11,n4=n3*nb,n5=n3*nbb

il=i+nl1*(j-1)+n2*(k-1)+n3*(m-1)



m=1 :rho, plasma density

m=2 :VX, Xx-component of velocity

m=3 :\Vy, y-component of velocity

m=4 :Vz, z-component of velocity

m=5 :P, plasma pressure

m=6 :Bx, x-component of magnetic field
m=7 :By, y-component of magnetic field

m=8 :Bz, z-component of magnetic field

MHD earthb(earthb10.f) MHD
MPI(mearthb) HPF/JA(hearthb) VPP Fortran(peartb)
MHD
readme

4.2.1. <<execution of main program>>
1. f77 -O earthb10.f
2.a.0ut &

where file must be defined in open statement like

c open(10,file="earthbl10.data’,
c 1 access='sequential’',form="unformatted")
open(11,file="earthbll.data/
1 access='sequential’,form="unformatted’)
c
or
1. f77 -0 earthb10 -O earthb10.f
2. earthbl1l0 &

4.2.2. <<compile and execution using by supercomputer, Fujitsu VPP5000>>

(1) MPI (Massage Passing Interface): mearthb
All the comand shells are in "readme" file.
(1a) TSS
mpifrt progmpi.f :compile to make execution file, a.out

jobexec -vp 2 ~/school/mearthb/a.out :execution of a.out by 2 PEs



(1b) Batch
gsub -g ¢ -eo -0 pconpmpi2.out pcompmpi2.sh :compile

gsub mpi_lim02e.sh :execution of progmpi by 2 PEs

(2) HPF/JA (High Performance Fortran): hearthb
gsub -qg ¢ -eo -0 pconphpf2.out pcomphpf2.sh :compile
gsub -g z -eo -IPv 2 -0 pexechpf.out pexechpf.sh :execution by 2 PEs

gsub -g ¢ -eo -0 comp.out comp.sh :compile vector mode only

gsub -g x -eo -0 exec.out exec.sh :execution by 1 PE

(3) VPP Fortran (Fortran 90): pearthb
gsub -g ¢ -eo -0 pcomp90.out pcomp90.sh :compile

gsub -g z -eo -IPv 2 -0 pexec90.out pexec90.sh :execution by 2 PEs

Fortran PostScript
(1) IEEE Binary
(2) Fortran PostScript
PostScript Interface Subroutine Package
(3) PostScript xv, pstogif
gif

4) gif

Fortran

PostScript

Interface Subroutine Package

http://gedas.stelab.nagoya-u.ac.jp/simulation/jst2k/hpf02.html



4.3.1. graphics program to make PostScript files

1. gm150b.f (main) + gsub150.f (subroutine)

noon-midnight meridian and equatorial plots (black and white)

2. gm220b.f (main) + gsub220.f (subroutine)

energy distribution of cross section

3. gm480b.f (main) + gsub480.f (subroutine)

3-dimensional magnetic field lines

<<execution of PostScript graphics program>>

ga A W N P

=

. f77 -c -O gsub150.f

. 77 -O gm150b.f gsub150.0
. a.out > gm150b.ps &

. gs gm150b.ps

. Ip gm150b.ps

. f77 -c -O gsub220.f

2. f77 -O gm220b.f gsub220.0

A W N P

. a.out > gm220b.ps &
. 77 -c -O gsub480b.f
. f77 -O gm480b.f gsub480b.o

. a.out & : output is written in fort.10
. mv fort-10 gm480b.ps

gm220b.ps

VRML

Virtual Reality Modeling Language

MHD

2.0

gm150b.ps
gm480b.ps

cosmo player



Fortran Interface Subroutine Package
*wrl
PostScript VRML

walk examine

Fortran
ftp://gedas.stelab.nagoya-u.ac.jp/sramp/simulation/vrml/

VRML (Virtual Reality Modeling Language) and PostScript Fortran programs

1. vrml

3-dimensional visualization Fortran program by using VRML
2. PostScript

Fortran test program to make PostScript graphic files
3. PostScript2

Fortran test program to make PostScript graphic files with subroutine

MHD

ftp://gedas.stelab.nagoya-u.ac.jp/sramp/simulation/earthb/

3-dimensional graphics program by VRML files
<Virtual Reality Modeling Language>

1. zvrmagb.f (main) + zvrsubb.f (subroutine)
3-dimensional magnetic field lines
2. zvrcrob.f (main) + zvrsubb.f (subroutine)

cross sectional pattern by pixel image

<<execution of VRML graphics program>>

1. f77 -c -O zvrsubb.f

2. f77 -O zvrmagb.f zvrsubb.o

3. a.out & : output is written in fort.10
4. mv fort.10 fort.102



1. f77 -c -O zvrsubb.f

5. f77 -O zvrcrob.f zvrsubb.o

6. a.out & : output is written in fort.10
7. mv fort.10 fort.101

8. cat fort.101 fort.102 > zvrmlO1.wrl

10
VVP-2600 S820 NEC SX-3 CRAY Y-MP
MHD Fortran
MHD
Fortran MHD
MHD
Fortran
Fortran
HPF (High
Performance Fortran) MPI (Message Passing Interface) HPF
HPF/JA
HPF NEC
MPI MPI MHD

VPP Fortran HPF/JA
MPI



HPF  MPI

Fujitsu VPP5000/64 VPP Fortran HPF/JA  MPI

MPI
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Fig.1 Solar-terrestrial magnetosphere coordinate system in the 3-dimensional MHD simulation.

Fig.2 Diagram of Modified Leap-Frog numerical scheme.
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Fig.7 Magnetospheric configurations in the Fig.8 Magnetospheric configurations in the
noon-midnight meridian and equator and cross noon-midnight meridian and equator and cross
sectional patterns (black and white:gm150b.ps). sectional patterns (color:gm220b.ps).
3D MHD Simulation of Earth’s Magnesosphere AR R A s

Fix T B =

Incoming Sonthwand IMF B2 = -5al

L
gm480b.ps 10 VRML
Fig.9 3-dimensional configuration of magnetic zvrmlOL.wrl
field lines in the earth's magnetosphere. Fig.10 3-dimensional visualization of the earth's

magnetosphere by using VRML.



