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2.1.

2.2.

Fujitsu VPP5000/64 vpp 2PE SUN gpcs

Fujitsu VPP5000/64 vpp vpp.cc.nagoya-u.ac.jp (133.6.90.2)

front-end-processor  gpcs gpcs.cc.nagoya-u.ac.jp (133.6.90.3)

MPI (Massage Passing Interface), VPP Fortran, HPF (High Performance Fortran)

2PE

(1) How to Use Computer System in the Nagoya University Computer Center

(0) To use gpcs.cc.nagoya-u.ac.jp (133.6.90.3), front-end-processor
(SUN workstation) of Fujutsu supercomputer VPP5000/64 (vector-parallel
machine) or to use vpp.cc.nagoya-u.ac.jp (133.6.90.2) of Fujutsu
supercomputer VPP5000/64 itself.

how to change password

gpcs% yppasswd
Old yp password: present password
New password: new password

Retry new password: new password

(1) How to connect initially
telnet gpcs.cc.nagoya-u.ac.jp (or 133.6.90.3)
: You will connect Front end processor, gpcs to VPP5000/64
You can use usual UNIX commands



cdvpp: transfer to desk area for VPP5000

(2) How to use
The following is your directory which you first get in (not VPP desk area)
gpcs% pwd
/home/usr7/146637a : disk area of front end processor (gpcs)
Change to VPP desk area use "cdvpp"
gpcs% pwd
Ivpp/home/usr7/146637a : disk area of superprocessor (Vpp)

2.3.

gpcs vpp telnet

gpcs  vpp sl

(1) gpcs  vpp login w49000a
cdvpp gpcs vpp
mkdir mearthb mearthb
cd mearthb mearthb

(2) progmpi.f  ftp
Ivpp/home/usr7/w49000a/mearthb get (put)

(3) TSS vpp
mpifrt progmpi.f MPI
jobexec -vp 2 ~/mearthb/a.out 2PE TSS

(4) Batch gpcs
gsub -g ¢ -eo -0 pconpmpi2.out pcompmpi2.sh MPI
gsub -g ¢ -eo -0 pconpmpi.out pcompmpi.sh MPI
gsub mpi_lim02e.sh 2PE Batch

<<pcompmpi2.sh>>
cd mearthb
mpifrt -Lt progmpi.f -Pdt -0 progmpi -Z mpilist

<<pcompmpi.sh>>
cd mearthb
mpifrt -o progmpi progmpi.f

<<mpi_lim02e.sh>>
# @%$-gsl -eo-opexecmpiO2.out
# @%-IP2
setenv VPP_MBX_SIZE 256000000
/mearthb/progmpi -np 2



2.4. URL

Homepage
http://www2.itc.nagoya-u.ac.jp/
VPP5000/64
http://www2.itc.nagoya-u.ac.jp/sys_riyou/vpp/vpptebiki.htm



